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Abstract

The suppression of J/Ψ and Ψ’ production due to the plasmas screening of

strong interaction has been considered as one of the important signatures of the

formation of quark-gluon-plasma in the nucleus-nucleus collisions. In order to es-

tablish the baseline of similar suppression effect caused by the cold nuclear mat-

ter, the measurement of nuclear dependence of transverse momentum spectrum

of J/Ψ, Ψ’ and Drell-Yan production in the proton-nucleus collisions is essential.

Other than understanding the absorption of charmonium in the nuclear medium,

it also provides valuable information of production mechanisms for J/Ψ and Ψ’

and the interaction of fast-moving partons with the nuclear medium before the

hard collisions. We performed such measurement in SeaQuest E906 experiment

at Fermilab with 120-GeV proton beams. By comparison with the results of

similar measurement by E772 and E866 with 800-GeV proton beams, we observe

no change in the production and absorption of J/Ψ and Ψ’ and slightly stronger

initial-state interaction for quarks with nuclear medium at low energies.
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Chapter 1

Introduction

Fermilab E-906/SeaQuest experiment is the latest one of a series in

fixed target Drell-Yan experiments. The Drell-Yan process is the

production of a di-lepton pair decayed from the vertual photon pro-

duced from annihilation of quark and antiquark in the interactions

of hadrons. The Drell-Yan process is a clean and important ap-

proach to the quark and antiquark structure of nucleons. Utilizing

the high-intensity 120-GeV proton beam from the Main Injector at

Fermilab, the SeaQuest experiment is able to determine both the

partonic structure of the nucleon in the large momentum-fraction

(x) region as well as the modifications of this structure inside the

nucleus [1].

This Chapter introduces the background knowledge from stan-

dard model to QCD, as well as Deep-Inelastic Scattering, Drell-Yan

1
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process, J/Ψ and Ψ’ production and its production mechanism; ends

with what E772 and E886 found as the previous version of E906-

SeaQuest experiment, and what SeaQuest would like to compare

with them.

1.1 Standard model

The object of particle physics is to understand the basic structure

and laws in nature, all the way from the largest dimension in the

universe, formation of galaxies and stars, all the way down to the

smallest dimension to the microcosm. Historically we knew about

all the different elements you knew about, such as helium, hydrogen,

oxygen, gold, and so on. They are all made of different atoms. A

great simplification was made when we realized that all atoms are

just made by three particles. They are protons, neutrons, and elec-

trons. Just by adding more protons for electrons, we get different

elements. In principle, you can build a very simple universe with

just protons, neutrons and electrons, but it became much more com-

plicated in the beginning of the 20th century when we found many

new particles from cosmic ray. There wasn’t really a system es-
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tablished to organize this zoo of particles, so we called those new

particles with symbols, such as π, Σ, Δ, and so on. Things get so bad

and we were running out of symbols to name those new particles,

so we start to organize these particles according to the properties

they have, such as electrical charge, spin, mass, and lifetime. To

provide a simple picture, the new fundamental particles,quarks, was

predicted. The whole zoo of particles could be described by a com-

bination of these quarks. And this is the birth of standard model

for particle physics.

There are six types of quarks, known as flavours: up (u), down

(d), charm (c), strange (s), top (t) and bottom (b). The antiparti-

cles of quarks are antiquarks. Quarks have various intrinsic proper-

ties, including electric charge, spin, mass and colour charge. In addi-

tion to this quarks, there is another set of the fundamental building

of blocks in the model, known as leptons. They are electron, and its

heavy cousins muon and tau, and their neutrino partners. A tipical

standard model picture is shown as Fig1.1.

The standard model also incorporates with the fundamental forces.

There are four way that things interact with others. There is grav-

ity; if there is any mass at all, thing gets attracted. There is the
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Figure 1.1: stardard model[2]

electromagnetic force which makes two charge repeling each other,

and that is a major force that you actually feel. The exchange par-

ticle for the electro-magnetism is the photon. There is another force

called weak force, which is similar with electrostatic forces but much

weaker. The exchange particles of weak interaction are W and Z

bosons. The weak force explains the energy production in the sun

and is responsible for the radioactive beta decay. There is a fourth

force called strong force. The exchange particle of the strong force

is gluon. The gluon literally glues together the quarks in the neu-
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trons and the protons and hold nuclear together. The last piece of

the standard model, Higgs, was discovered at LHC at 2012.

In the stardard model, a hadron means a particle which is com-

posed of quarks. The quarks representing the explict quantum num-

bers of a hadron are valence quarks; There are two kinds of hadrons.

The baryon is a hadron made with three valence quarks such as

proton or neutron. The meson is a hardron which made with two

valence quraks, such as pion,J/Ψ or Ψ’.

1.2 QCD

The “Parton” was proposed by Richard Feynman in 1969 as a

generic description for any particle constituent within the proton,

neutron and other hadrons. These particles are referred today as

quarks and gluons. The theory that describes strong interactions is

called Quantum Chromodynamics (QCD). QCD is very important

in hadron collisions because the constituents of hadrons are par-

tons. The three-quark model assuming that a proton or a neutron

is made of three free non-interacting quarks in a bag is too simple.

It cannot match a scattering process like the inelastic scattering of
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Figure 1.2: The example of the PDF function at Q=2 GeV and Q=85 GeVfrom
the CT10 group[9].

electrons off protons. Those valence quarks are embedded in a sea

of virtual quark-antiquark pairs generated by the gluons which hold

the quarks together in the proton. All of these particles - valence

quarks, sea quarks and gluons- are partons.

The number densities of the partons in the proton depend on the

probing energy scale which is the virtuality of the incident photon,

Q2, and fractional momentum of the parton, x, with respect to the

momentum of the proton, expressed by a parton distribution func-

tion (PDF), fi(x,Q
2), for each parton i. The PDF represents the

probability densities (strictly speaking number densities) to find a

parton carrying a momentum fraction x at a squared energy scale
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Q2 = −q2. DIS experiments have shown that the number of par-

tons goes up at low x with Q2 , and falls at high x . At low Q2

the three valence quarks become more and more dominant in the

nucleon. At high Q2 there are more and more quark-antiquark

pairs which carry a low momentum fraction x . They constitute

the sea quarks. A salient finding of the DIS experiments is that

the quarks and antiquarks only carry about half of the nucleon mo-

mentum, the remainder being carried by the gluons. The fraction

carried by gluons increases with increasing Q2. While proton struc-

ture functions have been measured with deep inelastic scattering

over five orders of magnitude in both the, x and Q2, the factoriz-

able, non-perturbative parton distributions must be determined by

phenomenological fits[3, 4, 5, 6, 7, 8]. Perturbative QCD quanti-

tatively describes the Q2 evolution of the parton distributions, but

the origins of the parton distributions themselves have not proved

amenable to QCD treatment, although many models exist in the

literature. Measurements of those distributions that are poorly de-

termined provide vital information on nucleon structure which is

used to constrain and refine the phenomenology.[1] The example of

the PDF function at 2 GeV and at 85 Gev from the CT10 group
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are shown as Fig1.2[9].

1.3 Deep-Inelastic Scattering (DIS) and Drell-

Yan Process

The internal structure of the nucleons determines their fundamental

properties, which directly affect the properties of the nuclei. Under-

standing how the nucleon is built by quark and gluon is one of the

most important syudies in nuclear physics. The structure of the nu-

cleon can be studied by scattering leptons, such as electron or muon,

in a similar way that the structure of condensed matter or atoms

can be studied through the scattering of X-rays, neutrons, and elec-

trons. There are two reasons why the electromagnetic interaction

is a good tool for taking a “picture” of the nucleon. First, QED is

a “known” interaction. Second, perturbation theory is valid. We

have a well-defined interaction for our probe and a systematic calcu-

lational scheme for computing the results of experiments. Electrons

and muons can easily be accelerated in well-defined monoenergetic

beams and accurately detected using magnetic spectrometers and

standard particle detection techniques. There are two types of scat-
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tering which are most useful in studying the nucleon. First is elastic

scattering in which the final state of the nucleon remains the same.

The scattering cross section could map out the charge and density

distributions inside the nucleon, such as Rutherford scattering. An-

other one is the deep-inelastic scattering (DIS) in which a quark in a

nucleon gets knocked out by the virtual photon, and the proton gets

smashed into many hadrons. This process could extract the quark

and gluon distributions in momentum space or parton distributions.

However, there is another method, which is very similar to the DIS

method, that is the Drell-Yan process[10]. The Drell-Yen process

simply turns the DIS Feynman diagram for 90 degrees, as shown as

Fig1.3. A quark of one hadron and an antiquark of another hadron

annihilate into a virtual photon. The virtual photon decays into a

pair of oppositely-charged leptons. This process was first suggested

by Sidney Drell and Tung-Mow Yan in 1970[3] to describe the pro-

duction of lepton–antilepton pairs in high-energy hadron collisions.

A measurement of the tracks and momentum of charged particles

from Drell-Yan could provide the mass and momentum of the ver-

tual photon which helps to understand the PDF.
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Figure 1.3: DIS and Drell-Yan

1.4 SeaQuest experiment

The SeaQuest experiment was designed for Drell-Yan process, and

measure the dimuon pairs. The features of the cross section were

explained in terms of 2 the parton model as a hard scattering of

point-like particles multiplied by a convolution of the parton distri-

butions of the interacting hadrons as the Eq.1.1.

d2σ

dxbdxt
=

4παe
9xbxt

1

s

∑

i

e2 [q̄i·target(xi·t)qi·beam(xi·b) + qi·target(xi·t)q̄i·beam(xi·b)]

(1.1)

Whereqi(xi) is the parton distribution of quark with flavor i; e is
the charge of quark with flavor i;

√
s is the center-of-mass energy;

αe 1is the fine structure constant; and the sum is over all quark
flavors; xi·b is Bjorken-xbeam of parton i; the xi·t is Bjorken-xtarget
of .quark with flavor i. According the Monte-Carlo, we can see the
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Figure 1.4: SeaQuest Acceptance

acceptance at at low xbeam and high xtarget, so that the second term
at Eq.1.1 is very low, so taht the SeaQuest mostly getting sea-quark

from the target and mostly get the quark from beam proton.

1.5 J/Ψ and Ψ’ production

The major background of the high-mass Drell-Yan process is from

the charmoniums (cc̄), more specifically, from J/Ψ andΨ’. The char-

moniums come from the quark-antiquark annihilation and gluon-

gluon fusion. The charmonia production diagram from quark-antiquark

annihilation and gluon-gluon fusion are shown as Fig. 1.5[31]
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Figure 1.5: The charmonia production diagram from quark-antiquark annihila-
tion and gluon-gluon fusion.

1.6 Other interesting physics

The observation of J/Ψ suppression is a signature of quark-gluon-

plasma formation. Matsui’s paper[14, 15] concluded that there ap-

pears to be no mechanism for J/Ψ suppression in nuclear collisions

except the formation of deconfining plasma, and if quark gluon

plasma is produced, there seems to be no way to avoid J/Ψ suppres-

sion [16, 17, 18, 19]. For instance, in the ref[21, 20, 22] studys, the

nuclear modification factor has the pT suppression, which is a sign of

QGP. However, an observation of suppression alone does not prove

that a plasma was created. For instance, the E886 experiment at
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Fermilab found J/Ψ suppression in the cold nuclear medium, the de-

tail of this will be described in the last section of the chapter. Other

possible suppression mechanisms need to be checked to determine

whether they can also produce a similar pT -dependent suppression

pattern. The earlier data on J/Ψ production in proton–nucleus in-

teractions, showed that J/Ψ production is reduced in large nuclei

relative to a proton target[18, 19]. Thus, the nuclear dependence,

A-dependence, of J/Ψ production is less than linear, σpA = Aασpp

with α < 1.

1.7 Production mechanism

Anothr interesting thing is the production mechanism of J/Ψ and

Ψ’.

The cross sections of 2→2 QCD hard interactions (qq → cc̄,

gg → cc̄) do depend mostly on mass of J/Ψ and Ψ’. The collision

energy does not play a role here[23]. However, the J/Ψ yield is the

convolution of 2→2 cross sections and the parton density of q(x)

,q̄(x) and g(x). Since x=M(J/Ψ)/sqrt(s), the contributing x region
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becomes smaller at larger collision energy and g(x) becomes strongly

dominating at small-x. That is the reason why we speculate that

qq̄ might likely get even with gluon-gluon at low collision energies,

for example, the collision energy at E906.

1.7.1 Initial-state and final-state effects

The beam parton moves across the target nuclei, then has a hard

collision with the target parton.The initial and final states of the

parton are marked before and after the happening of a hard collision.

For the Drell-Yan process, the beam parton is one of the valence

quarks, and the target parton is one of the sea quarks (anti-quark).

After the hard collision, the quark and anti-quark annihilated to a

virtual photon, then become a dimuon pair. The dimuon pair hardly

has any interaction with nuclear medium, so that only initail-state

effect is associated with the Drell-Yan process. For the initial state,

there are a few source of pT : the intrinsic pT of inital state parton,

single or multiple elastic scattering of initial state parton, gluon

emission from initial state parton. rom

In high energy hadron-nucleus and nucleus-nucleus collisions, the
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final-state effect and the initial-state effect can both change the

heavy quarkonium’s production rate and its momentum spectrum.

The effect of the final-state interaction depends on the hadroniza-

tion mechanism—how a produced heavy quark pair becomes a bound

quarkonium. For the J/Ψ and Ψ’ process, after the hard collision,

the virtual photon or gloun will form a cc̄. From the cc̄ to J/Ψ

and Ψ’ status, we called it pre-J/Ψ and pre-Ψ’. The initial state

takes place at such a short time that it is unlikely to interfere with

the dynamics of the nuclear medium which is effectively frozen. On

the other hand, the hadronization from the heavy quark pair to

a bound quarkonium (final state) could be very sensitive to the

medium properties. In this study we will use the Drell-Yan process

as a controlled check, as we expect that compare with J/Ψ and Ψ’

process, the Drell-Yan process will have much less interaction with

nuclear medium.

A color-singlet heavy quark pair with a small color dipole mo-

ment is less likely to interact with the nuclear medium than a pair

in a color-octet configuration [11, 12]. That is, the final-state effect

could be an ideal probe for exploring the nonperturbative formation

mechanism in heavy quarkonium production. But, the observed nu-
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clear dependence is sensitive to not only the final-state effect but

also the initial-state effect as well as the quantum interference be-

tween them. Because of the local hard collision that produces the

heavy quark pair, the quantum interference between the final-state

and initial-state partonic rescattering could be suppressed by the

hard collision scale. To understand the effect of the initial-state

interaction, we also study nuclear dependence in the production of

the Drell- Yan virtual photon. The initial-state effect itself can be

a good probe for the dynamics of partonic rescattering when a fast

parton passes through the nuclear matter.[13]

1.8 J/Ψ and Ψ’

The radius of J/Ψ and Ψ’ differ by a factor of 2[24, 25]. The larger

the radius makes the larger corss-section. Because the radius of

Ψ’ is almost twice of J/Ψ, one would imagine that Ψ’ should have

much larger interaction with nuclear medium than J/Ψ and thus a

stronger suppression of production in the nuclear medium. However,

the story is more complicate than that. First, as Ψ’ has higher
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mass, and is the excited state of J/Ψ, Ψ’ could decay to J/Ψ. In

other words, when we found J/Ψ, it could decay from a Ψ’ or a χc,

which is a even higher excited state of cc̄.

1.8.1 Nuclear effect

If there is no nuclear dependence, we can image that the cross-

section of a proton hitting a carbon should be about 12 times of

that a proton hitting a proton. We can write down Eq. 1.2.

σpA = AσpN (1.2)

However, if there exists a nuclear effect, we can see the Eq. 1.2

won’t perfectly describe it, so that the Eq. 1.2 could be modified

as Eq. 1.3.

σpA = AασpN (1.3)

The α in Eq. 1.3 is presenting the nuclear dependence. If the α >

1 , it is called enhancement, which means the nuclear effect would

increase the cross-section; if the α < 1 , it is called suppression,
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which means that the nuclear dependence would decrease the cross

section.

1.8.2 Kinematics

The E906 data may be divided into dierent kinematic regions in

order to obtain a better understanding of the nuclear dependence.

The kinematic variables that can be studied in E906 are mass, m;

Feynman x, xF ; transverse momentum, PT . Nuclear dependence has

strong kinematic dependence; the xtarget could provide information

of EMC effect[27, 28]; the xbeam could provide information of energy

loss[29]; the transverse momentum suppression in the cold nuclear

medium could provide information of production mechanism of the

J/Ψ and Ψ’.

1.9 What E772 and E866 found

The E772 has done nuclear dependence study of Drell-Yan pro-

cess. The E772 used the following targets, LD2, carbon, iron ,and

tungsten. The result is unpublished and can be found at E866
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website[30], as shown as Fig1.6 . As only initail-state effect is as-

sociated with the Drell-Yan process, the ratios of different targets

are close to one as expected. The E866 published the J/Ψ and Ψ’

suppression[27, 26]. The result shown as Fig1.7. The substantial

differences between J/Ψ and Ψ’ production are observed for the

first time in p-A collisionsst small pT and small xF region (SXF in

the Fig1.7). Note that the E772 expriment was using LD2 as the

reference target, but the E866 is using Beryllium as the reference

target. The suppression for Ψ’ production is stronger than that for

J/Ψ for xF near zero (SXF in the Fig1.7), but becomes comparable

to that for J/Ψ for xF > 0.6 (LXF in the Fig1.7). The E906 xF

is more close the LXF (large xF , 0.3 < xF < 0.93) region of E866.

As E866 found that the J/Ψ and Ψ’ suppression is close in this re-

gion, the E906 runs at Ebeam = 800GeV instead of E866 runned at

Ebeam = 120GeV .
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Figure 1.6: The E772 Drell-Yan Nuclear dependence ratio[30].

Figure 1.7: E866 result of nuclear dependence of J/Ψ and Ψ’[26].



Chapter 2

Experiment Setup

The Fermilab E-906/SeaQuest experiment is the latest one of a

series in fixed target Drell-Yan experiments. The Drell-Yan process

is the production of a di-lepton pair via the annihilation of quark

and antiquark; this annihilation results from colliding hadrons. The

Drell-Yan process is a clean and important approach to exploring

the quark and antiquark structure of nucleons. Utilizing the high-

intensity 120-GeV proton beam from the Main Injector at Fermilab,

the SeaQuest experiment is able to determine both the antiquark

structure of the nucleon in the large momentum-fraction region as

well as the modifications of this structure inside the nucleus[1]. The

detector system of this experiment is composed of drift chambers,

proportional tubes, and scintillating hodoscopes. The drift time of

21



22 CHAPTER 2. EXPERIMENT SETUP

Figure 2.1: This figure schematically shows the SeaQuest spectrometer. The 120
GeV proton beam enters from the left, and the solid iron magnet also serves as
an absorber for the beam that did not interact in a target.

the drift chambers and the proportional tubes indicate the position

of the particle. The drift time information is digitized by time-to-

digital converter (TDC) modules[45]. The detailed information of

experiment setup could be found in the E906 sepectrometer paper,

which will be submit in 2016. In this chapter, we describe the

sepctrometer and introduce our DAQ system and electronics in more

details[32].



2.1. BEAM 23

2.1 Beam

SeaQuest uses a 120 GeV proton beam from the Fermilab Main In-

jector. The beam is extracted in a “slow spill” lasting just under

four seconds. Typically, the time between spills is just over one

minute. Beam is extracted using a resonant process and the ex-

tracted beam retains the 53.1 MHz structure of the Main Injector

RF. Each bunch of protons is less than 2 ns long and the time be-

tween bunches is ≈ 18.8 ns. One can find more information about

slow spill or slow extraction from Ref[62].

2.1.1 Trigger Sensitivity to Instantaneous Intensity

The SeaQuest beam is not uniform in time throughout the slow spill.

The main reason of uniform is that is hard to control the portion of

beam from QXR, or quadrupole extraction regulation system[62].

The SeaQuest Beam DAQ system can read out approximately

1000 events per second without significant dead time. During the

commissioning of SeaQuest, the trigger rate was very high and the
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trigger dead time was close to 100%. These triggers were taken

at such high instantaneous luminosity that the occupancy of all

SeaQuest detector elements was more than 50%, making pattern

recognition essentially impossible. The Beam Intensity Monitor was

designed to solve this problem.

2.1.2 Beam Intensity Monitor

The SeaQuest Beam Intensity Monitor (BIM) senses when the beam

intensity is above a (programmable) threshold and inhibits triggers

until the intensity falls to an acceptable level. Typically, the inhibit

threshold is set at ≈ 95, 000 protons per RF bunch. The beam

intensity is measured using an atmospheric pressure gas Čerenkov

counter. The counter and readout electronics were designed to have

good time resolution and a linear response over a large dynamic

range. A diagram of the counter is shown in Fig. 2.2. A 45 degree

aluminized Kapton mirror held on an elliptical G10 frame directs

light to a single photomultiplier tube. A two-inch diameter 8-stage

photomultiplier tube is positioned close to the mirror so that all

Čerenkov light falls directly on the face of the phototube.
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Figure 2.2: Beam Intensity Monitor

The BIM photomultiplier tube signal is integrated and digitized

using a custom integrated circuit designed at Fermilab for CMS.

This chip is one of the “QIE” family of circuits used first by the

KTeV experiment at Fermilab[33]. QIE stands for Charge (Q) In-

tegrator and Encoder. The chip is clocked with the Main Injector

RF clock and provides an ADC conversion every RF clock. The

QIE also recorded other informations, the details will be described

in the Beam DAQ section.
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Position Material Density[g/cm3] Thickness[cm] Spill/Cycle

1 LH2 0.071 50.8 10

2 Empty Flask 2

3 LD2 0.163 50.8 5

4 No Tarrget 2

5 Iron 7.87 1.905 1

6 Carbon 1.80 3.322 2

7 Tungsten 19.30 0.953 1

Table 2.1: Target information.

2.2 Targets

The SeaQuest targets reside 50.8cm upstream of the face of the

beam-dump/focusing magnet iron. The general design and many

parts of the target are inherited from the E866/NuSea experiment.

As depicted in Fig. 2.3 (left), the target system consists of two

liquid targets, three solid targets, and two positions for measuring

background count rates : an empty flask and an empty solid-target

holder. The targets are mounted on a remotely positionable table

which translates in a direction perpendicular to the beam axis over

a range of 91.4cm. The details of the target materials in the seven

target positions are summarized in the Table. 2.1.

Each of the three solid target positions is divided into three disks

of 1/3; the total thickness provided in Table 2.1. These are spaced
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25.4cm apart to approximate the distribution of the liquid target

thereby minimizing target-dependent variation in spectrometer ac-

ceptance. The one exception to this is that during the Run2 period

the iron plugs were more closely spaced (17.1cm).

H2

50.8cm

None

Iron

Carbon

Tungsten

D2
Beam

Empty

25.4cm

Table

Motion

Axis

7.6 cm

Figure 2.3: Layout of positionable target table showing the seven target positions.
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2.2.1 Table Motion

Motion of the target table is accomplished with a stepper motor

driving a lead screw which moves the table itself on rails. The step-

per motor, motor driver, and motor controller are made by Ana-

heim Automation. The target positions are confirmed by monitor-

ing magnetic proximity switches mounted to the translating table

and platform base. The software step position is recalibrated to the

edge of the central proximity sensor each time the table passes.

2.3 Magnets

There are two large dipole magnets. The most upstream mag-

net, denoted FMag, is a solid iron A-frame magnet assembled from

43.2cm x 160cm x 503cm iron slabs, as shown in Fig. 2.4 The mag-

net has no air gap and the iron has extremely high purity, allowing

a 2000A excitation current to generate a central magnetic field of

1.9 Tesla (yielding a 2.8 GeV total magnetic deflection). FMag uses

one of the three sets of “bedstead” coils recovered from the disman-
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Figure 2.4: Perspective drawing of FMag showing the arrangement of the iron
slabs.

tled E866 SM3 magnet [34, 35, 36, 37]. FMag also acts as the beam

dump for the 120 GeV beam delivered to the SeaQuest spectrom-

eter. There is a 5cm diameter by 25cm deep reentrant hole drilled

into the upstream end of FMag. The 120 GeV protons in the beam,

that do not interact in the SeaQuest targets 125cm upstream of

FMag, interact in the central iron slab.

The downstream magnet, denoted KMAG, is a 300cm long iron

rectangular magnet with a 289cm wide by 203cm high central air

gap. It was originally constructed by the E799/KTeV collaboration

at Fermilab. It is excited to a central field of 0.4 Tesla (0.41 GeV

magnetic deflection) by 1600 Amps at 270 Volts (430kW).
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2.4 Detectors

The detector system of this experiment is composed of drift cham-

bers, proportional tubes, and scintillating hodoscopes. The drift

time of the drift chambers and the proportional tubes indicate the

position of the particle. There were four detector stations in the

E906 spectrometer denoted as Station 1 to Station 3 each consisted

of hodoscopes and drift chambers while Station 4 consisted of ho-

doscopes and proportional tubes. The drift time information is

digitized by time-to-digital converter (TDC) modules.

2.4.1 Hodoscopes

There are hodoscope planes in each tracking station. These ho-

doscopes provide fast tracking signals for use in triggering. In Sta-

tions 1 and 2 there are two hodoscopes planes which measure the

X and Y intercepts of the tracks. In station 3, there is only X ho-

doscope plane. In station 4 there are 1 X plane and 2 Y planes.

Each hodoscope plane was arranged into two halfplanes of parallel

scintillator paddles which were attached to photomultiplier tubes
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via plexiglass light guides. The hodoscopes at station 1˜3 have

photomultiplier tubes attached to one side, and station 4 has pho-

tomultiplier tubes attached to both sides. All hodoscope signals

go through the CAMAC discriminator then feeded to v1495 trigger

matrix and TDC.

2.4.2 Tracking Chambers

Each of Stations 1, 2 and 3 is equipped with a drift chamber (DC)

to measure the passing x and y positions of muons at its z location.

The trajectory of muons is reconstructed with the measured posi-

tions, as described later. The DCs at Stations 1 and 2 are called

“DC1” and “DC2”, respectively. Two DCs at Station 3 cover the

top and bottom halves, and are called “DC3p” and “DC3m” where

“p” and “m” stand for “plus” and “minus”.

The basic structure is common to all the chambers. Each DC

consists of six planes of sense wires. Wires are aligned in the vertical

direction in two planes called “X” and “X′”. Wires are tilted by

+14 degrees in other two planes called “U” and “U′”, and by −14
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Chamber Plane Number Cell Width z-position

of wires width × height

(cm) (cm) (cm)

DC1.1 X 160 0.64 102 × 122 617

U, V 201 0.64 101 × 122 ±20

DC1.2 X 320 0.50 153 × 137 617

U, V 384 0.50 153 × 137 ±1.2

DC2 X 112 2.1 233 × 264 1347

U, V 128 2.0 233 × 264 ±25

DC3p X 116 2.0 232 × 166 1931

U, V 134 2.0 268 × 166 ±6

DC3m.1 X 176 1.0 179 × 168 1879

U, V 208 1.0 171 × 163 ±19

DC3m.2 X 116 2.0 232 × 166 1895

U, V 134 2.0 268 × 166 ±6

Table 2.2: Parameters of all chambers. Those of primed planes are almost the
same as of unprimed planes. The z-positions of U and V planes are relative to
those of X planes. [32]

degrees in the other two planes called “V” and “V′”. The wires

in the primed planes are offset by half the drift cell size to resolve

the left-right ambiguity of drift direction. Every wire plane is flat

vertical to the z-axis, and a drift cell is of the box shape. Summaries

of the parameters of the DCs, along with the upgrade of DC1 and

DC3m during the data taking, as listed in Table. 2.2.

The gas mixture for DC1.2 is Argon:CF4:Isobutane:Methylal,

with the ratio of (68%:16%:13%:3%). The drift velocity is greater

than 50 µm/ns (i.e. fast gas) and thus the hit-rate tolerance is bet-
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ter. The gas mixture for the other chambers is Argon:Methane:CF4

(88%:8%:4%).

2.4.3 Muon Identification

Station 4 was also called the muon station. It was located down-

stream of the calorimeters and consisted of three hodoscope planes

XYY and two proportional tube planes. Each of the proportional

tube plane has horizontal (H) and vertical (V) subplanes, which are

P1H, P1V, P2H, P2V. The proportional tubes used the same gas

mixture, Argon:Methane:CF4 (88%:8%:4%), as the drift chambers

2.5 Trigger

We use 5 commercial FPGA modules (CAEN V1495) as the trig-

ger matrices and TDC modules. These are commercially available

6U VMEbus modules featuring an Altera EP1C20F400C6 FPGA.

Custom firmware has been written to meet the requirements for

the SeaQuest trigger. The FPGA receives up to 96-channel inputs
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and digitizes the leading edge time at 1 ns resolution using TDC

blocks in the firmware. Digital processes on the outputs of the TDC

include adjusting delay channel-by-channel in 1-ns steps, setting co-

incidence range and re-align with the accelerator bucket clock. The

re-aligned hits are further processed in trigger matrices. SeaQuest

uses four scintillating hodoscopes and a 4-out-of-4 majority coin-

cidence logic is used to generate valid track information as trigger

primitives to form a final global trigger. Zero-suppressed TDC data

are read out for each event and the module could be used as a

96-channel TDC[38]. Four level 1 Trigger modules receive the Ho-

doscope signals. If any of them fire the single muon road, it will

output a signal. The signal may go to different outputs of Level 1

Trigger module according to the charge and momentum of the single

muon. The level 2 Trigger module then collects the Level 1 outputs

from four different level 1 trigger modules. If the level 2 trigger

module decides to fire the trigger, it will output a trigger from the

outputs. There are up to 5 outputs of level 2 trigger module.

All levels of Trigger module has the ability to output the TDC

value for main CODA to readout.

Other than the physics trigger (FPGA1), we also have special
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Figure 2.5: trigger matrix

triggers. All triggers are listed at table1.

2.6 Front End Electronics (FFEs) for DAQ sys-

tem

Most of SeaQuest FFEs comply with the form factor of VME 6U

standard for the mechanical specifications, except the Trigger super-

visor (VME 9U) and QIE (NIM). The Time-to-Digital Converters

(TDCs) is next section by its own as it is the major electronics and
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name function

FPGA1 Physics trigger (TB/BT)

FPGA2 both muons (TT/BB)

FPGA3 like-sign trigger (TB/BT)

FPGA4 single-muon trigger (T)

FPGA5 single-muon trigger (B)

NIM1 st1X ⊕ st2X ⊕ st3X ⊕ st4X

NIM2 st1Y ⊕ st2Y ⊕ st4Y 1⊕ st4Y 2

NIM3 Random RF

NIM4 cosmic

NIM5 flash events

BOS begin of spill

EOS end of spill

Table 2.3: Triggers for Main DAQ

has long history.

2.6.1 ASDQ and Level Shift Board (LSB)

The SeaQuest wire chamber readout system uses a custom amplier-

364 discriminator integrated circuit called ASDQ designed at U.

Penn. for CDF[39]. 8-channel ASDQ cards are mounted on each

wire chamber. A single twisted pair ribbon cable connects each

ASDQ card to a LSB. Each LSB services 8 ASDQ cards. Up to

14 LSBs are housed in a 9U crate. The LSB converts the dierential

signals from the ASDQs to standard LVDS (Low-voltage differential

signaling). The LVDS outputs are carried on 4 ribbon cables to
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TDC. The details of TDC will be discribed at next section.

2.6.2 Trigger Supervisor (TS) and Trigger interrupt (TIR)

The TS provides the handshake between the logic trigger and Main

DAQ. The TIR provide the handshake between the TS and each

ROC. When the Trigger is accepted, the TIR also send the interrupt

to each ROC, so that each ROC can read out front end electronic

individually[40, 41].

2.6.3 SIS3610

The SIS3610 provides the handshake between the logic trigger and

Scaler DAQ and sends the interrupt to the ROC when the scaler

DAQ accepts the trigger[42].
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2.6.4 Charge Integrator and Encoder (QIE)

The QIE connects to both BeamDAQ and MainDAQ. The detail of

this electronic can be also found in the Beam section

The QIE is a custom-made chip that contain the charge-integrating

electronics with an analog-to-digital converter (ADC). The input of

QIE is beam Cerenkov counter which record how many proton we

received. The trigger used for this system will also be the RF clock

coming from the accelerator, which means we will receive a bucket

by bucket measure of the beam intensity. QIE retains all 53MHz x

5sec data in its buffer for fast readout all this while keeping track

of a running sum of intensity. BeamDAQ readout this information

once a spill (one minute) through the internet ports.

QIE also receive a trigger from mainDAQ. Once the mainDAQ

accept a trigger, TS will send a trigger to QIE, which will trigger

QIE to send data to SL (see next FFE module). BeamDAQ also

saves this information to an ASCII file.

If the beam intensity in RF buckets neighboring the trigger is

deemed too high, then the board will issue a veto signal to the

strobe-coincidence. All physics triggers go through strobe-coincidence
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(LRS370)[43] to the TS so that the MainDAQ won’t take physics

trigger when beam intensity is higher than the user-selected thresh-

old.

2.6.5 Scaler

The VME Scaler used for this system is a custom made 32bit-per-

channel 140MHz scaler produced by IPN Orsay for the G0 Experi-

ment at JLab[44].

2.7 Time-to-Digital Converters (TDCs)

The analog signals of the energy loss of charged particles in the

detectors are digitized with time-to-digital converter (TDC) mod-

ules. This module was designed to be flixable for the degital signal

readout.
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2.7.1 Hardware Specification

This 64-channel module has 6U VMEbus form factor and is equipped

with a low-power and radiation-hardenedMicrosemi ProASIC3 Flash-

based FPGA. There are one internet port, one console port, a 20 pin

ECL/LVDS port at front panel, and 3 limo ports located at front

panel. There is also a USB port locate at the side of the board. The

low-voltage power supply was +5.0 V and -12 V, provided by the

VME backplane. The PCB was made of the FR-4 material with 1.6

mm thickness and double side assembly. An 8-layer PCB was used

so that the front-end circuit had a better capability of EMI rejec-

tion. With the current Run2-TDC firmware, the power consump-

tion for the whole module during standby was 0.86 A for +5V, and

4.7 mA for -12V. The input section contained 16 LVDS transceivers

(Texas Instruments, SN65LVDT348) to interface with the differen-

tial digital signals from the front-end electronics. The transceiver

chip could handle a variety of differential and single-ended logic lev-

els (e.g. ECL, LVDS, LVECL, and PECL as the input and provides

Low-voltage TTL (LVTTL) for the output logic). Each transceiver

channel was integrated with an 110-ohm line termination resistor to
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match impedance with the twisted-pair flat cable (3M, 1700 series).

The buffer received differential signals from the cable and trans-

mits them to signal-end FPGA inputs (Actel, A3P1000). The DAQ

system read the buffer, which had the digitized TDC information

though the VME backplane. In addition, we paid special attention

to the layout to ensure that the trace lengths (or propagation delay)

between the LVDS buffer and FPGA were no more than 1 mm in

order to minimize the jittering of arrival time.

The core chip in this TDC module was the Actel ProASIC3

FPGA (A3P1000) [8], which was the most advanced device in the

ProASIC3 series. It was also low-power and radiation-hardened.

The main features of this FPGA device were as follows: 1 M sys-

tem gates, 144 kbits dual-port SRAM, one integrated PLL, 300 user-

defined I/O pins, and 350 MHz system performance. This on-board

FPGA was incorporated with three major off-chip silicon resources:

the 64-channel front-end transceivers, memory chips (IDT, 32K x

16-bit, IDT70V27), and interfaced with the 32-bit VME backplane.

To relieve the bandwidth bottleneck of these circuits, a large portion

of pin count was used in the FPGA to provide most of the through-

put advantage. The LVTTL logic was selected for all FPGA I/O
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buffers, and the drive current was limited to 6 mA for a better

quality of signal integrity.

For the development of the FPGA firmware, Libero IDE 9 design

software was used for the synthesis, simulation, and timing analysis.

The binary design file was downloaded to the flash-based FPGA by

connecting the FlashPro4 programmer to the on-board JTAG port.

The system clock source was a flash-programmable clock gen-

erator (Cypress, CY22394). It was the output clock used for the

real-time clock (RTC), Ethernet synchronization, and a differential

LVPECL clock for the PLL inside the FPGA. The PLL was locked

to a reference 135 MHz LVPECL clock source, which provided a

low jittering peak-to-peak performance of 200 ps.

For the future upgrade, this module also comes with an Arm

processor which allow users to install a kernel or Linux system,

and to buffer the data in the memory chips and readout from the

internet port from the front panel.



2.7. TIME-TO-DIGITAL CONVERTERS (TDCS) 43

2.7.2 Design and History

This hardware design allows users to put the different logic into the

FPGA code. In SeaQuest experiment, this module is not only used

as a TDC card, it is also used as a Scaler-Latch (SL) card with

different firmware.

Originally, a latch-type FPGA firmware was used for the TDC

function, and the time resolution was 2.5 ns. Since there was no

great need for gate elements and high speed in the latch-card design,

Actel ProASIC3 FPGA (A3P1000) was chosen. This FPGA was

the most advanced device among the ProASIC3 series. The Actel

flash-based FPGAs have low power consumption and are radiation-

hardened for the single-event-effect (SEE). The Flash configuration

cell is sensitive to total-ionizing-dose (TID) effects. In x-rays the

TID limit of this sub-circuit is between 40 and 50 Krad. According

to our estimation, in the E906 experiment, the total radiation for

a two-year run is less than 0.1 Krad [9]. However, the flash-based

FPGA has no dedicated carry lines, and the shortest delay time

through a logic block is hundreds of picoseconds. Thus, it needs

more effort to improve the time resolution [10, 11, 12].
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Due to the lack of zero suppression, the large data size caused

significant DAQ deadtime. During the one-year shutdown between

Run1 and Run2, we decided to make another FPGA firmware (Run2-

TDC) with zero-suppression and 0.444 ns resolution using the same

hardware, so that the data volume and the data acquisition (DAQ)

deadtime could be reduced. Even though the experimental require-

ment of time resolution was 4 ns, a better time resolution provides

more information, especially during the commission stage when the

trigger and electronic system was intensively debugged and cross-

checked. On the other hand, E906 was still developing one more

chamber, which needed better resolution. Thus, we made a TDC

firmware with a better resolution than Run1-TDC with current

hardware.

The design of new FPGA firmware (Run2-TDC) aims to re-

duce the data volume and data acquisition (DAQ) deadtime. The

firmware digitizes multiple input hits of both polarities while allow-

ing users to turn on a multiple-hit elimination logic, which removes

after-pulses in the wire chambers and proportional tubes. A scaler

is implemented in the firmware to record the number of hits in each

channel.
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2.7.3 TDC Firmware Overview

The block diagram of the Run2-TDC firmware is shown in Fig. 2.6.

There are two common methods for a delay chain: logic elements

delay and carry chain delay. The logic elements delay was tested

in the early design. However, it was coarser than the carry chain

delay, and we decided to use the carry chain method. The 9-tap

delay line was implemented with 9 VersaTiles as shown in the left

most block (“Delay9ph,” in Fig. 1(b)). The VersaTiles for the delay

elements were placed together in a chain to achieve the shortest and

uniform propagation delays, which could be considered fixed for a

particular physical technology, rail voltage [52]. The VersaTiles used

as D-flip-flops were placed next to the delay chain for most uniform

propagation delays. The input hit in each channel propagated in a

delay chain [53] of 9 taps with a nominal delay of 450 ps/tap. The

delay pattern was registered at every clock cycle at 250 MHz and

was encoded into the fine-time code. If a valid hit was detected,

the fine-time code (a hexadecimal value from 0 to 8) along with the

coarse-time count (with a least significant bit equal to 4 ns) were

temporarily stored in the first-layer buffer (Pipe4) with up to 4 hits
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Figure 2.6: Block diagram of the TDC firmware.

per channel. The stored hits were constantly read out at the speed

of 62.5 MHz and were put into a block of memory shared by a group

of 4 channels.

The memory was organized as 2, 4, or 8 pipelines (circular buffers)

with a user-select length of 2048, 1024 or 512 ns to store hits waiting

for the trigger selection. If a trigger arrived, the writing pointer was

directed to the address of the next circular buffer and the current

circular buffer was read out by copying valid hits into the event

buffer. During the read out time or copy in progress (CIP) time,

the TDC was only allowed to record hits within a preset time win-

dow to accommodate various detectors with different sizes and drift

time. The TDC data of hits stored in the event buffer were read

out by the DAQ system via the VMEbus interface.
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2.7.4 Coarse-Time Counter (TC) Implementation

The key to reduce the need of resource is the Coarse-Time Counter

inplementation. The ProASIC3 flash based FPGA family is rela-

tively slow in terms of clock speed. A frequency of 250 MHz for the

delay pattern register clock was used to reduce the delay line length

and the encoder size so that 64 channels could be fitted into a low-

cost device. However, as many authors in this field have pointed

out, it is very difficult to implement other logic blocks at the same

250 MHz, especially the coarse-time counter.

To overcome this problem, we implemented the higher bits of

the coarse-time counter, TC[2-10] with 62.5 MHz, and the lowest

two bits of it, TC[0-1] with 250 MHz, as illustrated in Fig. 2.7. To

synchronize the lowest two bits of the coarse-time counter, a 4 ns

pulse was used to reset the counter running at 250 MHz. The reset

pulse was made by an AND gate and three D-flip-flops (DF) in the

250 MHz clock domain. The first flip-flop (DF0) caught the rising

edge from TC[2], which fliped every 16 ns. The second flip-flop

(DF1) caught output from the DF0 so it was two clocks later in

comparison with TC[2]. The inputs of the AND gate were DF0 and



48 CHAPTER 2. EXPERIMENT SETUP

Figure 2.7: Coarse-time counter implementation

the inverse of DF1. The output of the AND gate went to the third

flip-flop, and its output (SCLR) was used as a synchronous reset

signal of the two-bit counter TC[0-1]. In this way, only two bits of

the coarse-time counter were running with a 250 MHz clock.

2.7.5 Scaler

In almost all applications, it is highly desirable to implement a scaler

for each TDC channel as a tool for deadtime estimation or quick de-

tector checking. The conventional method of implementing a scaler

consumes a large amount of FPGA silicon resource. Therefore it
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is difficult to pair a scaler with each TDC channel. We made an

innovation by developing a new scheme with reduced resource con-

sumption that allowed us to fit 64 scalers with the 64 channels. The

resolution of each scaler was 16 ns, and there was an 8-bit counter

for each channel.

These counters were synchronously read into the first-layer buffer

and then reset. The 64 first-layer buffers then passed scaler data one

at a time, taking 2048 ns in total to read out all channels. Within

this 2048 ns time period, a channel could receive a maximum of

128 hits without the overrolling of the 8-bit counter. In the final

buffer stage, a 32-bit adder was used to accumulate the output from

the 8-bit counter for each channel and to store the value into a 32-

bit buffer so that the scaler could count up to 232. The buffer was

organized as 8 pages with 64 channels for each page. The user could

switch to a specific scaler page by setting an accessible register via

the VMEbus.
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2.7.6 Scaler-Latch (SL)

The SL is using the same hardware with TDCs. The only difference

is the firmware. The SL receives the 16 channels ECL output from

QIE. The initialization of SL is that all 16 channels are low for

longer than 12.8 µs. The trigger of SL is when SL gets a non-zero

signal, then every 100ns, SL record 16 bits data until the 128 words

are captured for each trigger. If there are more than 128 words, the

extra word will start a new trigger, and overwrite the buffer. The

acceptable range for a single input period is 100±0.5ns.

The SL readout the ECL signal every 100 ns, and record the

“channel to bit result” for 16 bits. For instance, it records channel

0 high as bit 0 equals 1, channel 1 high as bit 1 equals 1, channel 2

low as bit 2 equals 0.

The information that QIE pass to SL is the spill counter, time

stamp, ADC value of 33 RF buckets (the triggered RF bucket and

+-16 RF buckets). The spill counter here added up with the spillID

of all DAQ.
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2.8 DAQ

Data acquisition for the detector requires a bandwidth and different

timing which cannot be provided by a single central computer sys-

tem. The SeaQuest has three DAQ subsystems. They are Main

DAQ, Scaler DAQ, and Beam Cerenkov DAQ. The Main DAQ

records the main detector information and the trigger timing. The

Scaler DAQ records the scaler information once per spill to study

the main DAQ dead time. The Beam Cerenkov DAQ records the

information from the QIE (charge integrator encoder) board that is

programmed to encode the amount of charge accumulated through

its input at the RF frequency.

The spectrometer includes four detector stations, each with a set

of hodoscope (scintillator) plane and a set of wire chamber (station

1-3)/proportional tube. The hodoscopes are designed to provide the

stop trigger for the Main DAQ system while the chambers and pro-

portional tubes give the position and timing of the muons as they

pass through the stations. The timing of the muons is recorded as

the signals from both the hodoscopes and the chambers are con-

nected to time-to-digital convertors (TDC). There are 89 TDCs
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being used to read out the 4 detector stations. The TDCs receive

two types of signals for which their arrival times are recorded; the

chamber, proportional tubes and hodoscope signals, and the stop

trigger. Since the stop trigger is common to all of the TDCs, it pro-

vides a reference against which the chamber and hodoscope arrival

times can be compared. All the signal arrival time, and thus the

time when the particles hit, for each detector can be compared to

each other via this reference.

The signals from the hodoscopes go to three different destina-

tions. One is the TDCs, where the timing of the hodoscope hits is

recorded with respect to the stop trigger. The hodoscope signals

are also sent to a set of NIM electronics where a set of simple co-

incidence triggers is created. These are used primarily for special

purpose runs and to debug/understand our spectrometer. The third

destination of the hodoscope signals is the FPGA trigger matrix,

consisting of nine v1495 VME FPGA boards. The main purpose of

these FPGA boards is to create a more sophisticated trigger that

involves not only the coincidence of the four detector stations, but

also cuts to make sure that the dimuon candidates took the correct

flight path, or “roads”, as determined by Monte Carlo simulations.
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The FPGA logic is performed in three stages. In the Level 0

trigger, consisting of four v1495 boards for the four stations, the

time of the signal is recorded in a manner similar to the TDCs

(v1495-TDC). This allows us to monitor the FPGA logic to make

sure that the dimuon triggers produced by downstream logic were

indeed correct or not. In the Level 1 trigger, consisting of another

four v1495 boards, the position and timing of the hits from each

hodoscope plane are compared against a lookup table of possible

dimuon roads. If a particular set of hits across the four stations

passes this logic, then the set of hits is sent to the Level 2 trigger

logic. The Level 2 trigger, which is a single v1495 board, outputs

the final stop trigger sent to the Trigger Supervisor (TS) on the

main DAQ. When the TS decide to take the trigger, the TS send a

trigger accepted signal to all the TDCs as a stop trigger.

The Time between the hits on the hodoscopes and the stop signal

is the trigger delay time. The trigger delay time is slightly differ-

ent for each subdetector. The range is between 800˜1000 ns, and

the difference between each subdetector is due to the different cable

length. The wire chamber data are sent to TDC via level shifters

that convert the outputs from the Amplifier Shaper Discrimina-
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tor (w/charge) (ASDQ) into a Low Voltage Differential Signaling

(LVDS) signal that the TDCs take. The proportional tube signals

are also sent to TDCs via a custom made amplifier cards.

There are three DAQ machines. The spill-counter script puts the

spill-counter in a text file and shares with all 3 DAQ system.

2.8.1 CODA

Both Scaler DAQ and the Main DAQ are driven by the CODA

(CEBAF On-line Data Acquisition) system developed at JLab[54].

In the Main DAQ, the CODA arranges all detector channels from 13

Readout controllers (ROCs) to Event Builder; for Scaler DAQ, there

is only one ROC. The event transfer (ET) is a stand-alone package

which sharing data buffers between programs. Event recorder then

stores the data into the harddisk in special CODA data format.

The raw data format is programed with the Experiment Control

System (Afecs) which come with a platform and its own language:

crl. With the Event IO (evio) library, the user can write their own

decoder to decode the CODA raw data to the data format they

want. SeaQuest is using c++ based decoder and the decoded data
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Figure 2.8: CODA diagram[54].

is stored in the MySQL database.

2.8.1.1 ROC

The ROC is basically a VME CPU. There are three kinds of CPU at

SeaQuest. Linux-based CPU is one of them. Two of them are VX-

Works based, MVME5500 and MVME6100. The difference between

them is readout rate. MVME6100 is faster than MVME550 for a

factor of two. However, Since CDF was using MVME5500, there

are lots of spare modules. SeaQuest keeps some MVME5500 as

spare modules. Scaler DAQ is also using MVME5500. Since Scaler
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DAQ is deadtime free, so that a slower CPU is acceptable. The

MVME5500 also used in the stand-alone test station for electronics

test. The VXWorks CPU doesn’t have it own system installed in

the CPU board. Every time when it boots up, it will connect with

the mother Linux box to read the boot file and to load drivers for

front-end-electronics. All the drivers need to be compiled at the

VXWorks machine at Jlabs and all crl code need to be compiled at

the mother Linux PC before loading to the VXWorks.

Another one is Linux based. It is no longer using the crl language,

but use c instead. All the driver and code are compiled in the single-

board CPU. The Linix CPU has better radiation-hardened.

2.8.2 Scaler DAQ

The Scaler DAQ is a standalone DAQ that is designed to monitor

the quality of the beam coming into SeaQuest. The trigger used is

a 10kHz pulse from a gate-generator (LeCroy Model 465), and the

signal monitored is one of the hodoscope planes. There are 4 VME

scalers installed on the Scaler DAQ, one of which (Scaler1) is used

for the purpose of monitoring the beam quality. The hodoscope hits
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are counted in the VME scaler, and the buffer is read and cleared at

each 10kHz trigger. This allows us to indirectly monitor the fluctu-

ations in the beam intensity at 10kHz. Performing an FFT during

Run1 showed significant 360Hz and subharmonic components in the

beam, which created problems for our detectors by increasing the

hit multiplicity. The Scaler DAQ is a single-VME system which

does not have a TS or a TIR, but rather has a SIS3600 standalone

trigger interface card. The other 3 VME scalers (Scalers2-4) on this

DAQ are used to monitor per-spill rates such as trigger rates, RF

counts, prescaled trigger rates, target positions, etc. These 3 scalers

are enabled-to-count at the BOS, and are stopped and read at the

EOS. The BOS and EOS are sent into two of the scaler channels

in Scaler1. The EOS is also OR’d with the 10kHz trigger to create

the trigger for the scaler DAQ. When reading out Scaler1 at 10kHz,

the CRL file is coded to monitor the two scaler channels holding

the BOS/EOS. If either of these channels sees a hit, then the com-

mand is issued by the CRL to either enable counting (BOS) or

readout (EOS) for Scalers2-4. After being read, the scaler buffers

are cleared, a re-enabled for counting. Therefore, Scalers2-4 only

appears twice in the data stream per spill.
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Figure 2.9: Scaler DAQ information for each spill

The read out of the VME-based DAQ is done using CODA. An

independent program analyzes the data in realtime to monitor the

performance of the detector and trigger, as well as the quality of

the beam. [http://e906-gat6.fnal.gov:8081/SeaQuestAcc/] The ex-

ample of the plot of the quality of the beam is shown in the figure2.9.
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2.8.2.1 Deadtime free

The data from the Scaler DAQ is often used by the Accelerator

Division to monitor and tune the beam. The FFT information

calculated from the Scaler DAQ is viewable from outside via a web-

site. This means that the data analysis must have a high enough

turnaround time so that those tuning the beam have up-to-date in-

formation. To this end, a Scaler Realtime Monitor has been written

in ROOT that grabs the Scaler DAQ data directly from the data

stream before it is even written to disk. The portion of the code

that grabs the data is called ETSpy. It latches to the Event Trans-

fer (ET) function of CODA in order to grab the data directly. The

CODA ET system is a function that allows multiple “stations” to

receive data from the data stream. When a ROC sends data to

CODA over Ethernet, it is first written to a buffer in the ET. This

buffer is passed from one “station” to the next until there are no

more stations, and the buffer is returned to “Grand Central Sta-

tion” for use for another event. The number and size of the buffer

can be set by the user. For the Scaler DAQ, the realtime moni-

tor station is created after the CODA station. The CODA station
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takes the data and writes to disk, while the realtime monitor sta-

tion is designed to send the data directly to memory as defined by

the ROOT script. The realtime monitor station is set to run in

BLOCKING MODE, which means it will read every buffer. This

means that if the realtime monitor falls behind in processing the

events, the events coming from the ROC will have to remain in the

ET buffer until it is read by this station. Note that if the number

of events that needs to be retained is larger than the number of

buffers available, then this will appear as deadtime in the front-end

electronics (ROCs). In order to avoid this situation, the number

of available ET buffers is set sufficiently large enough such that

the entire 10kHz x 5 second spill can be retained in the ET buffer.

Typically, the realtime monitor can keep up in realtime.

2.8.3 Beam DAQ

The Beam Cerenkov DAQ is designed to perform the same function

as the Scaler DAQ in that it is used to monitor the beam qual-

ity. However, this DAQ receives a more direct measure of the beam

quality by inserting a Cerenkov monitor directly into the beamline.
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The trigger used for this system will also be the RF clock com-

ing from the Accelerator, which means we will receive a bucket by

bucket measure of the beam intensity. The beam Cerenkov DAQ is

not using CODA, but rather a custom made readout board (QIE)

designed to allow LVDS outputs to Scaler-Latch (SL) as well as

Ethernet access to directly access the data from a Linux host. The

Beam Cerenkov DAQ will perform a multitude of functions. It re-

ceives 53MHz RF clock as a trigger, and monitor beam intensity

in each RF bucket. It also receives the EOS (or BOS), and count

it in a non-volatile memory. This will be the common spill count

(spillID) across all of our DAQs. It retains all 53MHz x 5sec data in

its memory for fast readout. All this while keeping track of a run-

ning sum of I and Iˆ2. At EOS, BeamDAQ calculates duty factor

N%, and output N NIM pulses to ACNET.

The realtime monitor for this DAQ will be written in ROOT.

However, since the data volume for each 5 second spill is expected

to be large (˜300 MB without zero suppression), we will not keep

all of this data. At EOS, the script will open a TCP socket to

the Cerenkov board’s Ethernet interface, and begin retrieving data.

With the data, the script will create histograms of 5000 bins over
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5 seconds (1kHz), 50000 bins over 5 seconds (10kHz), 50000 bins

over 0.5 seconds (100kHz), 100000 bins over 0.1 seconds (1MHz)

and a FFT of each of the above 4 histograms. It also creates a

histogram of (588 x N main injector turns) bins, where 588 refers

to the number of RF buckets in one main injector turn. The 588

bin histogram is designed to see the uniformity of the beam occu-

pancy per bucket across the main injector turn. In total, the 5 raw

histograms of differing frequencies and their FFTs, both of which

are type TH1F, is expected to take up about 1.7MB of memory and

disk space to save. The BeamDAQ also retrieves the dutyfactor

from the Cerenkov readout board, and output to EPICS. All the

histograms and the dutyfactor are saved to the rootfile. For each

physics event, BeamDAQ retrieve each trigger event recorded +/-

16 RF buckets, and save as vectors into a ROOT Tree and an ASCII

file. The block of QIE data for all buckets is about 300 MB. To read

this much data in time to analyze it and be ready for the next spill,

the DAQ program uses boost’s implementation of multithreading.

The analyzed data is displayed on a public webpage so that shifters

and accelerator operators can monitor the quality of the beam. An

example of the webpage is shown in the figure2.10.
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Figure 2.10: An example of the Beam DAQ webpage.

In addition to the stand-alone DAQ program, the QIE board

outputs the intensity of the ±16 buckets surrounding each trigger

into the Main DAQ through a latch TDC.
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2.8.3.1 Deadtime free

All of above must be performed within the 55 seconds before the

next spill appears. It is important to note that the beam Cerenkov

readout board also acts as the spillcounter for the experiment. Each

beam spill will be assigned a unique ID which will be written to all

3 DAQ systems to synchronize the data-taking process.

2.8.4 Main DAQ

The TS could receive up to 12 different kinds of triggers. First 4

triggers (MATRIX1-4) can be prescaled up to 24 bits. The second

4 triggers (MATRIX5, NIM1-3) can be prescaled up to 16 bits.

The rest of the triggers (NIM4, flush trigger, BOS,EOS) are not

prescalable. The main DAQ decides which trigger the TS could

receive and prescale factor. Addition to that, for the FPGA triggers

and NIM1 trigger, there is also a inhibit signal from the QIE board;

when the beam intensity is higher than the threshold, as the redline

in fig2.10, QIE will send a inhibit signal to MainDAQ and this event

won’t trigger the trigger the TS. Once the TS receives the trigger,
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it will count the prescale factor and decide if the main DAQ is able

to accept the trigger or not. Once the TS accepts the trigger, it

gives an “accepted trigger” signal as the reference to the other front

end electronics, such as stop signal for TDC. The TS also connects

to the Main DAQ system through the internet. The TS connects

with TIR on each VME crate. Each VME crate also connects to

the Main DAQ through the CPU internet port. We also name each

CPU as ROC (readout controller). When the TS accept a trigger,

it will acknowledge the TIRs, and each TIR sends an interrupt to

corresponding ROC. The ROCs will then start reading the FEEs.

The TS also sends trigger to QIE, and the QIE retains ±16 RF

buckets around that trigger to see the beam quality around each

of our event triggers. Output this array in an encoded format to a

scaler-latch. If the beam intensity in RF buckets neighboring the

trigger is higher than the user-select threshold, then the board will

issue a veto signal to the TS to ignore this trigger.
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2.8.4.1 Deadtime

Since the Main DAQ is using the interrupt, the interrupt causes

about the 10 µs deadtime. The TDC has a 32 µs of copy-in-

progress (CIP) time. So even if we readout nothing, the slowest

FEE is TDC, which is the main source of deadtime. When the TS

decides to accept the trigger, it will wait for 30 µs before it sends an

interrupt to TIRs. So that even we readout nothing, the deadtime

is about 42µs. The TDC readout time is the main source of dead-

time in Main DAQ. The average TDC readout time is about 300 ns

per 32bits (one hit). The slowest ROC contents 7 TDCs which in

average has 150 µs deadtime including the 42 µs initial deadtime.

2.9 Decoder and MySQL Database

After the the DAQ save the raw data in the CODA data format,

the C++ based decoder will collect the raw data from three DAQ

machines and also collect the slowcontrol information, and decode

the data then save to MySQL database. The raw data will be kept
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forever, and if one found that decoder could be improved, SeaQuest

will make another production of decorded data and upload it to the

MySQL database. The version for this analysis is R005 V001. It is

simply the most up to date production we have now.

2.10 Event reconstroction

The event reconstruction used the track fitting and vertex fitting

based on the Kalman filter, which is referring as kTracker. An

example of dimuon reconstruction is shown as Figure 2.11.

Figure 2.11: dimuon reconstroction example

First step to remove the out of time hits, after hits, and clus-
tered hits. The second step is to apply the basic event quality cut,

which is to remove the high multiplicity events. In the Chamber, U
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and U’ belongs to one view; X and X’ belongs to one view; V and

V’ belongs to one view. Next step of kTracker is to build a triplet
between station 2 and 3. It will request at least one hit per view

and at least 4 hits per station. Then the station 2 and station 3 ho-
doscope masking will be applied, which means that kTracker checks
the neighbouring hodoscopes are also fired. Then the kTracker will

extend to the station 4 proportional tubes to find if this track fired
the muon identification or not. It all checks hodoscope masking for

station4 hodoscopes. After the hit information from station 2,3,4
are collected, it project back to station1. The kTracker then start

to use Kalman filter method to iteratively remove the hits with bad
fitting quality. Then the track swims through the magnet, back to

the vertex point and does vertex fitting with dimuon tracks. The
flow chart is shown as Figure2.12 [55].

Figure 2.12: kTracker workflow
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2.11 Experiment timeline

After the commissioning at Run1 at 2012. SeaQuest has upgraded

the trigger, DAQ system, TDC and the beam monitor. The first
physics run (Run2) of SeaQuest experiment started at 2013. The
accelerator group keeps working on improving the uniformity and

duty factor of the proton beam. At the end of 2014, the accelerator
group found that the major problem is the QXR setup, thus the

beam quality was improved significantly. The new Station 1 cham-
ber was installed at the beginning of Run4 at the end of 2015. The

data in this study is highlight by the blue box in Fig. 2.13.

Figure 2.13: SeaQuest timeline.
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Chapter 3

Analysis

This study is using prodution R005 V001, which is the lastest ver-

sion of production until Run3 data. For the pT suppression study,

the solid targets were chosen. For the D/H study, Since the purity

of LD2 is improved from Run3, only the the data sets 67 was used.

This analysis flow is to apply the official SeaQuest cut to remove

the bad spills and to find good dimuon tracks from the target region.

After the dimuons are selected, a mass spectrum fitting based on

Monte-Carlo and background study will be applied to find yield

(number of events) of each process. The relative cross-section of

each target could be found with the yield of each process of each

target. The ratio between the different targets for each process,

such as Drell-Yan,J/Ψ or Ψ’, could be calculated by the relative

71
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cross-section for each target and the α value of each process could

be found with the ratio. The systematic error will be estimated with

according to background estimation and rate dependence effect.

3.1 Data Sets

For the pT suppression study, the solid targets were chosen. The

live-protons is the number of protons after spill selection in SeaQuest

official cut. The live protons is an important number for cross check

and it will be used for normaling the cross-section of each target.

Data Set L1 L2 live protons (C) live protons (Fe) live protons (W)

Run2 57+59 13 1.62e+16 5.27e+15 5.41e+15

Run3a 62 13 1.24e+16 6.47e+15 6.52e+15

Run3b 67 13 3.67e+16 1.79e+16 1.83e+16

Table 3.1: The number of live proton for each solid target of each data set

3.2 SeaQuest Official Cut list

The Data Cut is following SeaQuest official cut list for R005[57][58].

The cuts are applied after event reconstruction. The official SeaQuest
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cut list is to remove the bad spills and to find good dimuon tracks

from the target region. It is also to make sure all analysis was done

in the same standard so that it will be easier to compare different

study result. Reasons of cuts are the followings:

3.2.1 Spill Selection

The official SeaQuest Cut list can be found in the Ref.[59]. This

is a list which remove the number of spills which doesn’t contain

full information , such as target position, beam intensity, or the

non-physics runs, such as trigger testing run or DAQ testing runs.

3.2.2 Event Selection

The Physics events has to fire physics trigger (FPGA1). This is

referred as the trigger masking during the event reconstroction.
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3.2.3 Track Selection

Becuase there are 18 detector planes, if a tracker fired all detector,

the number of hits for that track is 18. Considering the efficiency

of detector and tracker, the number of hits in each track is required

to be larger then 14[60]. The starting Z (beam direction) position

of a track is constrained according to the Monte-Carlo simulation.

After reconstrucation, the tracker will check the hodoscope masking

again, and the track has to pass the trigger matrix (FPGA1 trigger).

3.2.4 Dimuon selection

Dimuon vertex position, both the x and y are constrained to 0.

± 2 cm, and z is constrained to be between -300 cm and 200 cm

according to the target and dump position. According to the GMC

result, the dimuon 3-momentum at vertex position after re-tracking

is constrained. The knimatic values also need to be within reason

by its defination, for instance we have 0. < xbeam < 1.(xbeam = x1),

0. < xtarget < 1.(xtarget = x2),−1. < xF < 1. Also to make sure

that two trackers come from the same vertex and the difference
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of the single-muon z position should be less than 250 cm. Also

the chisquare of the dmuon fitting is constrained according to the

Monte-Carlo simulation (less than 15.).

3.2.5 Target/Dump selection

The dump data is not used in this analysis, however, for the tar-

get dimuon, the z position of vertex point is constrained at target

region,−300cm < dz < −60cm., according the GMC. During the

vertex fitting, the chisquare of vertex fitting of a target dimuon

should be smaller than the chisquare of vertex fitting of a dump

dimuon.

3.3 Dimuon Counting

Once we have the mass spectrum of reconstructed dimuons, we can

use the Kernel Estimation method[61] with RooFit package. Kernel

estimation provides an unbinned and non-parametric estimate of the

probability density function from which a set of data is drawn. The
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number of DY, J/Ψ, and Ψ’ events can be estimated by fitting the

histogram with a combination of Gaussian distributions for J/Ψ and

Ψ’ peak, Monte Carlo histogram for Drell-Yan process , and random

background. The goal of non-parametric methods is to remove the

bin-width-dependence of the estimator.

3.3.1 DY Histogram from Monte Carlo

We refer to our Monte Carlo framework as GMC, for Geant4 Monte

Carlo simulation. It uses the Geant4 toolkit to simulate the response

of our spectrometer to both dimuons and background particles. A

standard physics list provided by Geant4 is used to simulate physics

after dimuon generation.

3.3.1.1 Dimuon Generation

We generate the dimuons with a flat distribution in mass and xF ,then

give them a weight based on their leading order cross section. Con-

sidering the computing power and the amount of simulated statistics
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we need, a next-to-leading-order (NLO) cross section calculation for

the weighting is not taken into account. In order to calculate this

weight correctly a PDF set is needed. GMC uses the LHAPDF soft-

ware package to look up the PDFs and we use the CT10nlo set. The

dimuons are generated with a flat distribution in xF and mass, and

the variables xbeam and xtarget are calculated from these variables.

pT and Collins-Soper theta and phi are thrown according to their

distributions and do not affect the weighting. A z position along

the beam line is chosen according to a distribution based on beam

attenuation. Mass, xF , pT , z, and the Collins-Soper angles are suf-

ficient to determine the kinematics of each muon. GMC is capable

of generating dimuons according to Drell-Yan distributions.

3.3.2 Gaussians for J/Ψ and Ψ’

The J/Ψ ans Ψ’ distribution is discribed by the Gaussians distribu-

tion in the fitting. The mass of J/Ψ is 3.096 GeV, and the mass of

Ψ’ is 3.686 GeV. Since the Monte Carlo simulation doesn’t have the

same backgound with the real data, the reconstruction efficiency

and the detector efficiency is different with the real data; therefore
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the Monte Carlo simulation cannot describe the mass resolution

very well. The mass distribution of DY process is broad so that

using the Monte Carlo in the mass spectrum fitting is not sensi-

tive to resolution. For J/Ψ and Ψ’ mass spectrum is narrower, we

use a Gaussian. The mean mass and sigma of Gaussian of J/Ψ are

adjustable, and mass and sigma of Gaussian of Ψ’ is a fixed ratio

(3.686/3.096) to J/Ψ.

3.3.3 Combinatorial Background

One of the background sources is the combinatorial background

from pion and kion decays before they interacts with hadron ab-

sorber. To evaluate it we use the same-sign muon pairs. When

the ktracker found only one muon track in a regular physics event

(FPGA1), this single muon is saved to a special root file and random-

mixed with another different-sign muon in the same physics run,

which is mix-event. By collecting the mix-event over one data set,

we can get the combinatorial background shape. We also collected

the same-sign dimuon while data taken with the different trigger

(FPGA3, prescale=123). With the number of same sign trigger, we
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can estimate the number of events of combinatorial background. In

the mass spectrum fitting, the shape of the histogram came from

mix event, the number of combinatorial backgrounds events is fixed

by the number of the same-sign triggers with the following rela-

tion[ref]:

NBg
µ+µ− =

2 • 123
Nmix

√

Nµ+µ+Nµ−µ− (3.1)

3.3.4 Mass Spectrum Fitting

The mass spectrum from the real data of the different pT region and

the different target can be fitted with four parts, namely DY, J/Ψ,

Ψ’, and background. Fig. 3.1 shows the example of mass spectrum

fitting. The black line is the combinatorial background. The red

line is the J/Ψ Gaussian. The green line is the Ψ’ Gaussian. The

pink line is DY from GMC. The mass spectrum fitting of each run

of each target and pT -bin are shown as Fig3.2, Fig3.3. and Fig3.4.

The raw yield of each them are shown in Table 3.2,3.3, and 3.4.
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Figure 3.1: Example of mass spectrum fitting. The Black point is the data point.
The data are from carbon target at 0.54 < pT < 0.72. The black line is the
combinatorial background. The red line is the J/Ψ Gaussians. The green line is
the Ψ’ Gaussians. The pink line is DY from GMC.

pT Bin 1 2 3 4 5

Data-Set 67/C 1698±56 1703±56 1719±54 1801±55 1726±56

Data-Set 67/Fe 1855±61 1961±61 1848±58 2077±60 2079±62

Data-Set 67/W 2212±65 2406±66 2118±62 2603±66 2760±69

Data-Set 62/C 477±30 561±31 496±29 593±31 640±32

Data-Set 62/Fe 521±32 610±34 627±33 720±34 751±35

Data-Set 62/W 665±36 700±38 734±37 807±38 829±37

Data-Set Run2/C 568±33 517±32 529±32 568±31 518±33

Data-Set Run2/Fe 404±29 428±34 411±28 546±29 433±28

Data-Set Run2/W 498±31 480±31 534±31 551±31 681±33

Table 3.2: Table of all mass spectrum fitting result (Ni(pT ) of Drell-Yan)
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pT Bin 1 2 3 4 5

Data-Set 67/C 1414±50 1229±45 891±41 828±46 419±39

Data-Set 67/Fe 1289±47 1081±45 827±42 829±43 384±40

Data-Set 67/W 1198±47 1066±46 899±43 463±54 449±41

Data-Set 62/C 355±24 337±22 261±23 213±23 157±20

Data-Set 62/Fe 312±26 345±24 291±23 279±24 151±21

Data-Set 62/W 279±23 252±25 233±23 204±23 75±15

Data-Set Run2/C 426±28 471±30 361±26 364±25 167±48

Data-Set Run2/Fe 280±23 280±40 270±21 180±26 90±24

Data-Set Run2/W 247±26 281±25 201±24 249±23 150±23

Table 3.3: Table of all mass spectrum fitting result (Ni(pT ) of J/Ψ)

pT Bin 1 2 3 4 5

Data-Set 67/C 484±47 437±47 398±41 406±48 397±46

Data-Set 67/Fe 439±50 426±50 399±49 319±50 591±49

Data-Set 67/W 433±54 424±54 443±51 463±54 622±51

Data-Set 62/C 171±26 151±23 143±25 162±26 109±24

Data-Set 62/Fe 136±30 150±27 101±26 182±28 213±26

Data-Set 62/W 137±29 125±32 96±30 107±30 124±25

Data-Set Run2/C 195±27 248±29 181±27 198±25 175±48

Data-Set Run2/Fe 133±25 162±26 101±22 153±30 180±25

Data-Set Run2/W 187±29 197±28 173±27 166±27 180±25

Table 3.4: Table of all mass spectrum fitting result (Ni(pT ) of Ψ’)

3.4 Cross Section

The cross-section for this analysis for each target i at various kine-

matic bin is defined by
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σi(pT ) =
Ni(pT )

Li
, (3.2)

Li = Ii · ρi · λi ·Ri/Ai, (3.3)

and

Ri = 1− exp(−Ti/λi) (3.4)

Where λi is nuclear interaction length, Nij is the number of

dimuon of each process for the target, i, and kinematic bin, j, Liis

the luminosity, ρi is the target density, Ti is the target thickness,

Ii is the live protons, which listed at table 3.1 ,and it is the to-

tal number of incident protons for that target, and Ri is the beam

attenuation in the target. It is important to use the cross-section

normalized to per nucleon so the cross-section becomes

σNi(pT ) =
Ni(pT )

Li · A
=

Ni(pT )

Ii · ρi · λi ·Ri
(3.5)

The value that we are using is listing in the Table3.5.
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H D C Fe W

T (inch) 20. 20. 0.436×3. 0.25×3. 0.125×3.

ρ(g · cm−3) 0.07065 0.1617 1.802 7.874 19.3

λ · ρ (g · cm−2) 52.0 71.8 85.8 132.1 191.9

Table 3.5: Parameters for cross section calculation. There are 3 pieces of each
solid target, so that the thickness of them are listed differently.

3.5 Ratio for Each Data Set

Since we only need the cross section to get the ratio between differ-

ent targets, the absolute-cross-section is not necessary. The ratios

are calculated for iron and tungsten by dividing their cross-section

against the carbon target. Note that the cross section is normalized

to per nucleon so that the ratio is also the ratio per nucleon, which

could be written as :

RFeN =
σFe/AFe

σC/AC
=

σFe/AFe

σC/12.0107
; (3.6)

RWN =
σW/AW

σC/AC
=

σW/AW

σC/12.0107
; (3.7)
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3.6 Systematic Error

There are two main sources of systematic error, background esti-

mation and the rate dependence.

3.6.1 Background estimation

The number of the combinatorial background events in the mass

spectrum fitting is NBg
µ+µ− in Eq. 3.8. The error of this number

was not considered in the mass spectrum fitting. The statistic error

of background (dNBg
µ+µ−) is from the number of FPGA3 events, as

shown as following equation.

dNBg
µ+µ− =

NBg
µ+µ−

√

Nµ+µ++Nµ−µ−

2
√

Nµ+µ+Nµ−µ−

(3.8)

Two extra mass spectrum fittings were done following the equa-

tions.

NBg+
µ+µ− = NBg

µ+µ− + dNBg
µ+µ− (3.9)
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NBg−
µ+µ− = NBg

µ+µ− − dNBg
µ+µ−. (3.10)

With the different yeild of background (NBg−
µ+µ− and NBg+

µ+µ−), the

different yield of each process could be obtained. With different

yield of each process, new corss section of each process could be

obtained, such as σBg+DY ,σBg+J/ψ ,σBg+ψ′ ,σBg−DY ,σBg−J/ψ ,σBg−ψ′ . The systematic

error (dσBgDY ) of cross-section is determined with the following for-

mula and propagated with the calculation after we get cross-section:

if(σBg+DY − σBgDY ) > (σBg−DY − σBgDY ) then

dσBgDY = (σBg+DY − σBgDY ) (3.11)

if(σBg+DY − σBgDY ) < (σBg−DY − σBgDY ) then

dσBgDY = (σBg−DY − σBgDY ) (3.12)

3.6.2 Rate dependence

There is only one pair of clean dimuon in each Monte Carlo event.

However, in reality, there are background hits. Those backgrounds
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come from the following source. Each station of the drift chamber

has its own drift time, the longest one is around 300 ns, which is

about 16 RF buckets. The higher luminosity of each RF bucket

usually results in more background hits and leads to lower recon-

struction efficiency. The left plot in figure3.5 shows the clean Monte

Carlo event, the middle one shows the event that we can still easily

reconstruct. The left plot in the figure3.5 shows the event that we

have a hard time reconstructing. On the other hand, our detector,

electronic, DAQ, and trigger system has their own deadtime in pr-

cessing hits too. All of them adding up, which lowers the possibility

of getting the dimuon when luminosity is higher. This is what we

called rate dependence.

3.6.3 Final systematic error

Since the background might have some rate dependence effect in

it, those two kinds of systematic error might not be independent.

There are a few rate depandence studies at SeaQuest group[63, 64,

66, 65]. The final systematic error simply adds the background error

of each bin with 8% rate dependence[63]. The final systematic error
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Figure 3.5: The plot at left hand side is From GMC. The plot in the middle is
the ideal event, which is a real event for data. The plot on the right hand side is
the dirty event from real data.

is then added to the ratio.

3.7 Merge different runs

Because the systematic error is different for each data-set, and it

could cancel out while calculating the ratio, the data-sets are merged

after we get ratio and applied systematic error. After we get the

ratios for iron and tungsten of each data-set, the ratio of each data-

set is then combined with the following formula:
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target\pT bin 1 2 3 4 5

DY

Fe/C 0.033775 0.034376 0.032921 0.032278 0.033664

W/C 0.030876 0.031047 0.029411 0.029445 0.032063

J/Ψ

Fe/C 0.031694 0.034233 0.042764 0.049819 0.081149

W/C 0.024335 0.025892 0.034277 0.037564 0.055589

Ψ’

Fe/C 0.084542 0.088678 0.091509 0.097187 0.148142

W/C 0.070883 0.075236 0.082708 0.080693 0.112242

Table 3.7: dRmerge is the statistic error of Rmergein Eq. 3.13

Rmerge =
Rrun2/dR

2
run2 + Rrun3a/dR

2
run3a +Rrun3b/dR

2
run3b

1/dR2
run2 + 1/dR2

run3a + 1/dR2
run3b

(3.13)

target\pT bin 1 2 3 4 5

DY

Fe/C 0.897623 0.941998 0.922984 0.986637 0.977397

W/C 0.865636 0.893964 0.856222 0.933266 0.980243

J/Ψ

Fe/C 0.751443 0.748331 0.821606 0.809736 0.751433

W/C 0.548533 0.556304 0.614929 0.614968 0.519370

Ψ’

Fe/C 0.741712 0.804564 0.717291 0.767551 1.293805

W/C 0.609735 0.655830 0.674586 0.663980 0.967870

Table 3.6: Rmergein Eq.3.13
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Figure 3.6: Ratio after merge different runs

3.8 α

The α value is simply from the equation
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σA = AαpTσn (3.14)

A is the atomic mass of the target. σn and σAare the cross-section

of the target and nucleon.

In our case, since the σn and σA is normalized to cross-section

per nucleon, the q becomes

σA
A

= AαpT−1σn = AαpT−1 · σC
12

(3.15)

σA
σC

12

A
= AαpT−1 (3.16)

ln(
σA
σC

12

A
) = (αpT − 1) · ln(A) (3.17)

ln(
σA
σC

12

A
) + ln(A) = αpT · ln(A) (3.18)

The Fig. 3.7 shows how the α value was obtaind. The y-axis of

figure a is the left part of Eq. 3.18 and the x-axis is the right part of

Eq. 3.18. The cross section ratio of Fe/C and W/C of each pT bin

was used to fit the α value. The fitting was done with only statistic
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error to find out the statistic error for the α value, then done with

both statistic error and systematic error to find the overall error.

The fitting of each α value is shown in figures.

Figure 3.7: An example of α fitting. The y-axis of figure a is the left part of
Eq3.18 and the x-axis is the right part of Eq.3.18. This plot looks like there are
only two points. However, this function has to fit to Eq. 3.18, which means thus
function must pass the point (0,0), so that is actually more like a 3 points fitting.
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Figure 3.8: The α fitting for each pT bin for DY process. The y-axis of figure a
is the left part of Eq3.18 and the x-axis is the right part of Eq.3.18. This plot
shows the fitting without systematic error
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Figure 3.9: The α fitting for each pT bin for DY process. The y-axis of figure a
is the left part of Eq. 3.18 and the x-axis is the right part of Eq. 3.18. This plot
shows the fitting with systematic error
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Figure 3.10: The α fitting for each pT bin for J/Ψ process. The y-axis of figure a
is the left part of Eq.3.18 and the x-axis is the right part of Eq. 3.18. This plot
shows the fitting without systematic error
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Figure 3.11: The α fitting for each pT bin for J/Ψ process. The y-axis of figure a
is the left part of Eq.3.18 and the x-axis is the right part of Eq. 3.18. This plot
shows the fitting with systematic error
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Figure 3.12: The α fitting for each pT bin for Ψ’ process. The y-axis of figure a
is the left part of Eq.3.18 and the x-axis is the right part of Eq. 3.18. This plot
shows the fitting without systematic error
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Figure 3.13: The α fitting for each pT bin for Ψ’ process. The y-axis of figure a
is the left part of Eq.3.18 and the x-axis is the right part of Eq. 3.18. This plot
shows the fitting with systematic error
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Figure 3.14: α result
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Result and Summary

After we got the Ratio and α from the analysis, it is time to compare

the E906 result at beam energy at 120 GeV with E772 and E866 at

beam energy at 800 GeV. Then we will discuss the difference at the

last section.

4.1 Ratio

The ratio of each process is shown in Fig. 4.1. For the DY process,

the hallow points are the E772 data[25, 28, 30]. For the J/Ψ and

Ψ’ the hallow points are the E866 data[26]. The blue points are

the E906 data with statistic error. The grey bar is the statistic

99
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error+systematic error. The E906 experiment is using carbon as

the reference target; the E772 expriment was using LD2 as the

reference target, but the E866 is using Beryllium as the reference

target.
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Figure 4.1: The Ratio for each process. For the DY process, the hallow points
are the E772 data[25, 28, 30]. For the J/Ψ and Ψ’ the hallow points are the E866
data[26]. The blue points are the E906 data with statistic error. The grey bar is
the statistic error and systematic error. The E906 experiment is using carbon as
the reference target; the E772 expriment was using LD2 as the reference target,
but the E866 is using Beryllium as the reference target.
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4.2 α

The α of each process is shown in Fig 4.2. For the DY process, the

hallow points are the E772 data[25, 28, 30]. For the J/Ψ and Ψ’

the hallow points are the E866 data[26]. The blue points are the

E906 data with statistic error. The grey bar is the statistic error

and systematic error. Note. The E906 experiment is using carbon

as the reference target; the E772 expriment was using LD2 as the

reference target, but the E866 is using beryllium as the reference

target.
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Figure 4.2: The α for each process. For the DY process, the hallow points are
the E772 data[25, 28, 30]. For the J/Ψ and Psip the hallow points are the E866
data[26]. The blue points are the E906 data with statistic error. The grey bar is
the statistic error + systematic error. Note. The E906 experiment is using carbon
as the reference target; the E772 expriment was using LD2 as the reference target,
but the E866 is using beryllium as the reference target.
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4.3 Conclusion

4.3.1 Drell-Yan process

Compared to J/Ψ and Ψ’ there is no strong suppression in DY pro-

cess. This is expected and also can be used as a controlled check

since there is no final-state interaction and only one common pro-

duction mechanism for DY. The level of pT suppression of DY is

similar in E906 and E866 as expected. However, a slightly suppres-

sion at low-pT regions has been observed. This is consistent with the

expectation that lower beam energies will lead to longer interaction

time and thus stronger interaction.

4.3.2 J/Ψ and Ψ’

There are no significant differences in the observed strong suppres-

sion of J/Ψ and Ψ’ with beam energy 800 GeV (E772 and E866)

and 120 GeV (E906). Within errors, the nuclear suppression is

the same for J/Ψ and Ψ’. This contradicts the assumption while as

the radii of J/Ψ and Ψ’ differ by almost a factor of 2 in potential

models. Production mechanism of J/Ψ and Ψ’ remains to be gluon-
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gluon interaction because basically the same nuclear-dependence of

transverse momentum spectrum is observed.

4.3.3 Baseline for QGP screening

J/Ψ suppression have been observed in the J/Ψ production screen-

ing as it is in QGP. However, without the removal of the effects of

initial state and final state, it is difficult to justify the effect came

from the QGP. As our result is not in the same energy region with

QGP, we cannot combine our result with theirs immediately. How-

ever, the SeaQuest result does provide the theorists clues of pro-

duction mechanism, which might help them to develop the theory

in the future.

4.3.4 Future improvement

We are working on minimizing systematic uncertainty by finding a

better solution of rate dependence. On the statistic side, we will

have three times more data from next run. It is also possible to in-

crease J/Ψ and Ψ’ events by changing trigger to focus on taking J/Ψ

and Ψ’ data, which will also reduce huge amounts of background.
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